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DEEP LEARNING INSTITUTE

DLI Mission

Helping people solve challenging
problems using Al and deep learning.

Developers, data scientists and
engineers

Self-driving cars, healthcare and
robotics

Training, optimizing, and deploying
deep neural networks




WHAT IS DEEP LEARNING?



Machine Learning

Neural Networks

Deep
Learning
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DEEP LEARNING EVERYWHERE
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INTERNET & CLOUD MEDICINE & BIOLOGY  MEDIA & ENTERTAINMENT SECURITY & DEFENSE ~ AUTONOMOUS MACHINES
Image Classification Cancer Cell Detection Video Captioning ‘Face Detection Pedestrian Detection
Speech Recognition Diabetic Grading Video Search Video Surveillance Lane Tracking

Language Translation Drug Discovery Real Time Translation Satellite Imagery Recognize Traffic Sign

Language Processing
Sentiment Analysis
Recommendation
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ARTIFICIAL NEURONS

Biological neuron Artificial neuron
impulses carried @
toward cell body

branches

dendrites of axon
<§l W, W3
P' axon
nucleus terminals
_—
?{‘ impulses carried @ @ @
away from cell body
cell body

From Stanford cs231n lecture notes

Weights (W
= parameters Y=F (WX +W;X;+W3X3)
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ANN for MNIST

28x28=784




Pre-processing + ANN for MNIST

768 x N
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Feature with Convolution Filter

edge blur Motion blur
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CONVOLUTION

Center element of the kernel is
placed over the source pixel.
The source pixel is then
replaced with a weighted sum
of itself and nearby pixels.
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ARTIFICIAL NEURAL NETWORK

Hidden layers

Input layer Output layer

Given sufficient training data an artificial neural network can approximate very complex
functions mapping raw data to output decisions
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Raw data

DEEP NEURAL NETWORK (DNN)

Low-level features

Mid-level features

High-level features

Application components:

Task objective
e.g. ldentify face

Training data
10-100M images

Network architecture
~10s-100s of layers
1B parameters

Learning algorithm
~30 Exaflops
1-30 GPU days



DEEP LEARNING APPROACH

Errors

jl> Dog J
Cat J
Raccoon *
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DEEP LEARNING APPROACH - TRAINING

Forward propagat'ion é
_ Backward propagation

Pr

ocess
Forward propagation
yields an inferred label
for each training image

* Loss function used to

calculate difference
between known label
and predicted label for
each image

*  Weights are adjusted

during backward
propagation

* Repeat the process
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ADDITIONAL TERMINOLOGY

Hyperparameters - parameters specified before training begins
Can influence the speed in which learning takes place
Can impact the accuracy of the model
Examples: Learning rate, decay rate, batch size

Epoch - complete pass through the training dataset

Activation functions - identifies active neurons
Examples: Sigmoid, Tanh, RelLU

Pooling - Down-sampling technique
No parameters (weights) in pooling layer
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HANDWRITTEN DIGIT RECOGNITION



HANDWRITTEN DIGIT RECOGNITION

HELLO WORLD of machine learning?

MNIST data set of handwritten

digits from Yann Lecun’s website

All images are 28x28 grayscale

Pixel values from 0 to 255

60K training examples / 10K test

examples
Input vector of size 784

28 * 28 = 784

Output value is integer from 0-9
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CAFFE



NVIDIA Powers Deep Learning

Every major DL framework leverages NVIDIA SDKs

COMPUTER VISION SPEECH & AUDIO NATURAL LANGUAGE PROCESSING

OBJECT IMAGE VOICE LANGUAGE RECOMMENDATION SENTIMENT
DETECTION CLASSIFICATION RECOGNITION TRANSLATION ENGINES ANALYSIS
DL4J K] Bt mxnet 3 Sy
Caffe oottt KERAS CNTK Purincy Ten:guw o
{} ocha,j -
Chainer _|u|ia MatConvNet MlNERVA 'U""‘""‘:'”""' Pyleamz t h eano
NVIDIA DEEP LEARNING SDK
cuDNN TensorRT DeepStream SDK cuBLAS cuSPARSE NCCL
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WHAT IS CAFFE?

An open framework for deep learning developed by the Berkeley
Vision and Learning Center (BVLC)

Pure C++/CUDA architecture
) ] caffe.berkeleyvision.org
Command line, Python, MATLAB interfaces http://qithub.com/BVLC/caffe

Fast, well-tested code

Pre-processing and deployment tools, reference models and examples
Image data management

Seamless GPU acceleration

Large community of contributors to the open-source project


http://caffe.berkeleyvision.org/
http://github.com/BVLC/caffe

CAFFE FEATURES

Strongly typed format
Human readable

Auto-generates and checks Caffe
code

Developed by Google

Used to define network
architecture and training
parameters

No coding required!

: “convl”
: “Convolution”

. “data”

: “convl”

: “xavier”

Lzahk ki
" "



NVIDIA’S DIGITS



Process Data

NVIDIA DIGITS

Interactive Deep Learning GPU Training System

Configure DNN Monitor Progress

Visualization

gaobe
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NVIDIA’S DIGITS

Simplifies common deep learning tasks such as:
Managing data
Designing and training neural networks on multi-GPU systems

Monitoring performance in real time with advanced visualizations

Completely interactive so data scientists can focus on designing and training
networks rather than programming and debugging

Open source



DIGITS - HOME

/ Home 1/1 GPU available

Cl]Ck]ng No Jobs Running
DIGITS Datasets (0) Models ) Pretrained Models ()
Wi l l New Model
bring Group Jobs: ¥
you to ] o o —
this -
Home
screen
Click here to see a list of Clicking here will present
existing datasets or models different options for model

and dataset creation



New Object Detection Dataset

Object Detaction Dataset Options

Tranog inage fose @

"h‘hn;l;;ﬁ‘!;‘au‘llb :

Vatisanor image foider @

VaieaTor Lakel tsicer O

Pad tmage (VWASHH x Maigat) ©

Resize srage (N « Weight)

Charmel canversior O

Mitieranm S0t 328 1 plasls) toe ealitation s O

Custem chasses @

Different options will be presented based upon the task &

DIGITS - DATASET

New Datase!

New Image Classification Dataset

mage Wpe ©
mage size (Wath x Haight) O

fusize Transtormavon ©

g

08 dackena

Traiming images ©

Minimum samples pec class @ Masimum samples pec class @

“ tar vasaaton O % for wating ©

Separate validation mmages folder

Separaie st images foiser

Image Encoding (7]

Geoup Name

Oataset Name
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DIGITS - MODEL

New Object Detection Model New Image Classification Model

Define
cnbiori “eiims " custom
- layers

Selecs Dataset ©
Seteet Optanet ©

Snapyhot interval {in spochel © Crop S0 ©

ith
Wiigaten interval (in spochs) © Python Lavors ©
Python Layers @ Pyt h O n sarvensids e ©
Servar-aide e ©

B Avwedalivn o Can
o | anneal
Lmny the
4__learmng
rate

lllll

Cpao Data T
Traning epocns o sintract Mean QO
S2pIN Imerval (o ep 9 s ©
Etidatics Imerval P 9

a ax ©
Bateh Accurrulation ©
e wpe O

Miptdet image sie

Differences may exist between model taské
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DIGITS - TRAINING

[
Loss function and
accuracy during
training
- | Annealed learning

|¥ A rate

]l

|
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DIGITS - VISUALIZATION

Trained Models

Select Model
Epoch #5
Make Pretrained Model

Select Visualization Method Visualization Options
Once training is image Segmentation || Sl et
COm plete DIG ITS From dataset
provides an easy way to
visualize what Inference Options
happened Do not resize input image(s) @

Test an image Test a record from valiation set

Image file @ Record from validation set @

SC-HF-NI-3

Show visualizations and statistics ©@

LESF
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DIGITS - VISUALIZATION RESULTS

Summary

Qutput visualizations

Layer visualizations

Visualization

Descriptien Statistics

Data shape: |

"data" Mean

$0 deviaton

Yot
N
,/’ A .
— R
e 2 —

Data shape: | L) |

“conv1” WMaan

$1¢ devianon
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DIGITS PLUGINS

DIGITS Plugins . DIGITS Plugins .
Image : Sunnybrook LV Segmentation Image : Regression DIGITS Plugins
Text
plugins/data/sunnybrook plugins/data/imageGradients plugins/data/textClassification
New Dataset
New Dataset
(=]
' Classification Classification
; ol ti
Object Detection G”‘ge”ts Q | Fite assga on
; Object Detection
S Other Other
Processing

Segmentation

Sunnybrook LV Segmentation



LAUNCHING THE LAB ENVIRONMENT



NAVIGATING TO QWIKLABS

Existing Account Create a New Account
Navigate to:
https://nvlabs.gwiklab.com
.
Login or create a new

account

000
€ Cwiblalis 1216


https://nvlabs.qwiklab.com/

ACCESSING LAB ENVIRONMENT

o s [EE O 1253 5 68

Select the event
specific In-
Session Class in
the upper left

Class Details
Deep Leamning for Image Segmentation
iwea  Neural Network Deployment with DIGITS and TensorRT

@ awew Image Classification with DIGITS

Click the “Image
Classification e g S TS

with DIGITS”

Class from the

'.] S t B ::Zt;é?:xsng with Generative Adversarial Networks in Tensorflow

BB Accelerating Applications with CUDA C/Ce+

ime  Object Detection with DIGITS

Total Hours Completed Labs

#nvioia  Image Classification with DIGITS @

Deep learning is giving machines near
human levels of visual recognition
capabilities and disrupting many
applications by replacing hand-coded
software with predictive models leamed
directly from data. This lab introduces the
machine learning workflow and provides

Duration; 90 min
hands-on experience with using deep iziric
neural networks (DNN) to solve a real-world Accass Time: 15 min.
image classification problem. You will walk
through the process of data preparation, Setup Time: Swin

model definition, model training and

troubleshooting, validation testing and Leval: Beginner
strategies for improving model

performance. You will also see the benefits

of GPU acceleration in the model training

process. On completion of this lab you will

have the knowledge to use NVIDIA DIGITS

to train a DNN on your own image

classification dataset.



LAUNCHING THE LAB ENVIRONMENT

Click on the Select
button to launch the
Class Details : snvioa  Image Classification with DIGITS lab enVi ronment

Deep Lewnng for Irmage Segrmentanion Deep leaming is giving machines near
hurman levels of visual recognition Aft h t
capsbiities and dwrupting rmany er a S Or
spplications by replacing hand-coded

.
—— il et doyment with DIGITS and TensofiT
Weuril Netork De: we v 3 o softwace with predictive madels learmed Wa] t, lab

duectly hom data. This lab introduces the .
J machine lesmung worddiow and prowides Disaties 90 win CO n n ect] o n
e Image Classfication with DIGTS hands-on expenence with using deep . . .
information will

neurnl networks {DNN) to sobve a real-world
be shown
Level ne

e Medical Irmage Segmentation Using DIGITS

strategies for improvmg model

mae  Obsect Detection with DIGITS pedorrance You will also see the benebts

of GPU accelenation in the model training P l k L b
process. On complesion of thiz lab you will ease aS a
have the irowledge 12 use NVIDIA DIGITS

™ wdiGs e DA i e i g Assistants for

claswhcation dataset

- Accelseating Appications with CUDA C/C help!

Photo Editing with Genesative Adversavial Networks in Tensorflow

-
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LAUNCHING THE LAB ENVIRONMENT

Image Classification with DIGITS

Click on the Start
Lab button

You should see that the
lab environment is

“launching” towards the
upper-right corner




CONNECTING TO THE LAB ENVIRONMENT

TIME REMAINING: - Cob—

Image Classification with DIGITS
DIES450 N gravatarcom/e

Lab Connection

Please follow the lab instructions to connect to your lab
Warning: Do not transmit data into the AWS Console that is not related to Qwiklabs
or the lab you are taking.

he lab ki
Custom Connection Details E

lick here to launch your lab.

Click on “here” to
access your lab
environment /
Jupyter notebook




CONNECTING TO THE LAB ENVIRONMENT

; JLjp);tm Lm u.~ LLL G (astsnare L |
nnnnnnnnnnnnnnn Deep Learning
You should seeyour  / .~ ..
“Getting Started With
Deep Learning” Jupyter
nOtebOOk Verify your Run Environment

o3k b
ZA. i
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JUPYTER NOTEBOOK

a3 jUpytEf Getting Staned with Deep Leaming wemusw dusges el

B 4 a8 4 B

RMTELINN YOO hek

danss ¢ Colt Too Fgw Lt .

S8 Lok 1) MECHMIIIN B% 11 IEOO8 SIMRENG SYOCRM LN CIENERtion OF 19 i yOU 98 AW 116 ROTRMOO 1t e

Click the

P lace Verify your Run Environment I{s ru n Cel l ()

Definre we Segm. el verily VAsSook Mo woreng On yOur e To do i, eamcude [he ool BIOCk below Dy grang £ 100us (cickeng on & wth you!
mouse ) and tetang CirlEmler. or pressing e play bUmon i the fooBar above (Y o goes well yOU SHOUKT see Some OUDIR returned helow the prey cefl
yo u r You Wil Know (N D 18 (YOCESSING whin yOU S00 2 Sobd Orcke I e S00-0g01 of Ba Window 1Nt 100Ks o his bl Ittol I

A

cursor in :

the code E Confirm you
ool . R receive the
same result

ke pou A see the folowng

peint TThe anemir should be

The snswar should Be

TS et T

3 & Ihe use of many hidden Qpers 1 20 2RO Neural NEtwor 30 tran a2 m
AN0LOSIINNG Of Wil N O e doep IeAMNg I8 Deing used by mary ciferen! acy
AAVANCES I6 COMPURET VIMON O24ect RIOCTON Gnd NAILEE @AJUIGE PIUcesing Can b
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e Sy 10 e Juccess of deed leammng i Me convoiong! neursl neteork (CNNL In 2 HaaBons neur netaorh. o 2UScial newronm 11 a bper are Nl
connecied o Ne previous anag cet Syper In g oy AL

'l ne L. BVerIppng Tepons of the network are 2ss0cky =30 Of He entre yer
Wers 0 pro =p s of datn The result 15 U thess netecixs can act as f=ature exirac at both
g e need 10 08800 CUSIM feature ex¥aciors a5 sas done presioutly i irndtonal comgueer wsion CNNs can be traneg
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Instruction in
Jupyter notebook
will link you to
DIGITS

STARTING DIGITS

“atr e wm © . Geming Stamed win D x

C D ec2-58-160-133-21 1. compute- 1 amazanms com

~ Jupyter Getting Started with Deep Leaming iosmed)

E + S ‘o0 \ "~ ¥ " B T v . Coll Tobw ol f o v

Classdication

Object Datection

Othar

framework status  elapsed 1

Task - Create a Database

Frrst we want to creale 2 dxlabase

) enler 3 usemame If requesied just enter any name in ow
10 e New Dataset Winoow, you ward 50 520 1he 1obowing Seids 10 the vakees specfied

= image Type Grayscae

. AN ImMmBages Moosiubuntuastatran smal
. ¢ Separate test Images folder checkbiox
. Images  home/ubuntwdatatest al

o D3taset Name  MNIST Sma)

Your screen shouks look Bke the mage befow

om the MAEST data To creats g database seiect Classitication lrom the New Dataset menu. AL Tis point you may



ACCESSING DIGITS

Will be prompted to ST ,
enter a username to s ———

access DIGITS Login

Can enter any i
username

Use lower case
letters



LAB DISCUSSION / OVERVIEW



CREATE DATASET IN DIGITS

Dataset settings
Image Type: Grayscale
Image Size: 28 x 28
Training Images: /home/ubuntu/data/train_small

Select “Separate test images folder” checkbox
Test Images: /home/ubuntu/data/test_small
Dataset Name: MNIST Small



CREATE MODEL

Select the “MNIST small” dataset

Set the number of “Training Epochs” to 10
Set the framework to “Caffe”

Set the model to “LeNet”

Set the name of the model to “MNIST small”

When training done, Classify One :

/home/ubuntu/data/test_small/2/img_4415.png



EVALUATE THE MODEL

20= 100
o [ R . L %0
o0 Accuracy
obtained from
- validation dataset
{
§ - 50 i
3 i
= 40 é
- 30
20
b= 10
e ‘ID' __ Loss function
(Validation)
: ' . : o Loss function
B loss (frain) W accuracy (val) [ loss {val) (Tral n I n g)

LESF
= I
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ADDITIONAL TECHNIQUES TO IMPROVE MODEL

More training data
Data augmentation

Modify the network

[E:F
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LAB REVIEW



FIRST RESULTS

Small dataset ( 10 epochs )

© 96% of accuracy SMALL DATASET
achieved
1:99.90 %
 Training is done 5+ 69.03 %

within one minute




FULL DATASET

Dataset
Training Images: /home/ubuntu/data/train_full
Test Image: /home/ubuntu/data/test_full
Dataset Name: MNIST full

Model
Clone “MNIST small”.

Give a new name “MNIST full” to push the create button



SECOND RESULTS

Full dataset ( 10 epochs )

© 99% of accuracy SMALL DATASET FULL DATASET
achieved

1:99.90 %
* No improvements in
recognizing real-

world images

2:69.03 % 2:87.23%

8:99.69 % 8 :100.0 %




DATA AUGMENTATION

Image Classification Dataset

Pixel(Inverted) = 255 - Pixel(original)

Exploring MNIST invert (train_db) images
e o MR A T A ECT A White letter with black background
ﬂ . Black letter with white background
Training Images:

/home/ubuntu/data/train_invert
( 4 é

® : Test Image:
7 5 /home/ubuntu/data/test_invert
E Dataset Name: MNIST invert

2 H




DATA AUGMENTATION

Adding inverted images ( 10 epochs )

SMALL DATASET FULL DATASET +INVERTED

1:99.90 % : 90.84 %
2:69.03 % 2:87.23% 2:89.44 %
3:100.0 %
4:100.0 %

7:82.84%

8:99.69 % 8 :100.0 % 8 :100.0 %

[E:F
Lzapk ki
REERNE



MODIFY THE NETWORK

layer {
name: "pooll®
type: "Pooling®

layer {
name: "reluPl1‘

layer {
name:
type:

layer {

"convl"
"Convolution"

convolution_param {
num_output:
name: "conv2"

type: "Convolution"

convolution_param {
num_output:




MODIFY THE NETWORK

Adding RelLU Layer




MODIFIED NETWORK

Adding filters and ReLU layer ( 10 epochs )

SMALL DATASET FULL DATASET +INVERTED ADDING LAYER

1:99.90 % 1:90.84 %

: 59.18 %

2:69.03 % 2:87.23% 2:89.44 % 2:93.39%

3:100.0 % 3:100.0 %
4:100.0 % 4:100.0 %

8:99.69 % 8 :100.0 % 8 :100.0 % 8 :100.0 %




WHAT’S NEXT

Use / practice what you learned

Discuss with peers practical applications of DNN

Reach out to NVIDIA and the Deep Learning Institute
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www.nvidia.com/dli



