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A Deep-Learning-Based Perception 

for ADAS and Autonomous Driving

A u t o n o m o u s  D r i v i n g  A I
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Robustness
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SVNet@NVIDIAJetson TX2
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SVNet

Algorithm Flow
SVNethas a unique 

ôProposal layerõ.
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FC layer : Fully Connected networks
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deep convolutional 

neural networks

ROI pooling

Image

Feature map

Feature vectors
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Detection 
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- Full Size 

image 
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720p.)

- Candidate Region is smaller than full 
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Robust for bad situations1
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Small object sizes

Small model size

Robust for occlusion

Voptimal parameters of 

network (size of kernels, # of 

layers, depth of channels) for 

the target platform

Voptimal parameters of 
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platform
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SVNET AI TRAINING
Customer may let ôSVNet' recognize a new object in fast and easy way.

Input 

Image
Automatic 

Labeling

Detection Success

Detection Failure

False Detection

Pedestrian: 94%, Vehicle: 95%

Pedestrian: 6%, 

Vehicle: 5%

~1 in 5 min video

Manual Correction
Ground 

Truth

SVN Training Suite 

Only 5% of the objects 

should be manually 

corrected in input images. 

Even more, Stradvision

provides 'SVN training 

suite' application to make 

AI training process 

easy.
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Road Sign/Traffic Signal 

Detection (WIP) 
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Lane Detection In-Path Lane
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Free Space

Road markers

Place Recognition (TBD) (*1)
Tunnel,

Underground

Visual 

odometryImage 

(720p)

Ego-

motion

Map merging

Local Map

Global HDMAP wireless communication

Information Fusion

wireless communication

Device 

Server 

Sensor

Processing 

module

Information

flow

Vision-based processing

(*1) Can be developed upon customerõs request
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from 

other 
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Á FP16 (half-precision floating point)

Á cuDNN

Á TensorRT(a.k.a. GIE)

Á nvmedia and DriveWorks (only for Drive PX2)

Optimization
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FP32: single-precision floating point (float type)

FP64: double-precision floating point (double type)

FP16: half-precision floating point (??? type)

FP16 IEEE754 standard can present (± 5.96*10-8 ~ 6.55*104), zero and infinity.

half2: two FP16 data is packed in one 32 -bit space.

Some hardwares (e.g. Parker) support native FP16 types and intrinsics (half and half2)

half2-type instructions are SIMD with 2 data.

half2 is 2x faster than half or float.

images from: https://devblogs.nvidia.com/parallelforall/new-features-cuda-7-5/

FP16 and half2
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cuDNN: Deep Neural Network library for NVIDIA GPU

Á cuDNNprovides the fastest convolution method for SVNeton TX2 and PX2.

Á (Weõve tried OpenBLAS, CLBLAS, cuBLAS, MKL, TensorRTand so on)

Á cuDNNsupports FP16 types.

Á pseudo-FP16: load/store FP16, calculate FP32

Á true -FP16: load/store FP16, calculate FP16

Á To maximize performance, you have to find a specific configuration for each 

convolution.

cuDNN
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Á In most cases, pseudo-FP16 performs better.

Á In SVNet, a certain combination of pseudo-FP16 and true-FP16 is the fastest.

stride 1

16 channels

pseudo-fp16 performs better

stride 1

32 channels

pseudo-fp16 performs better

stride 1

64 channels

pseudo-fp16 performs better

stride 1

128 channels

true -fp16 performs better

stride 2

16 channels

pseudo-fp16 performs better

stride 2

32 channels

pseudo-fp16 performs better

stride 2

64 channels

pseudo-fp16 performs better

stride 2

128 channels

true -fp16 performs better

cuDNNconvolution performance
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SVNet
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TensorRT: Inference engine which optimizes network dynamically.

Á It really runs hundreds of configurations of algorithms of layers with specified sizes and 

find the fastest configuration.

Á If the network is made with only TensorRT-supported layers, TensorRTcan be a good 

solution to optimize with less work.

Á Extremely hard to debug.

Á Sometimes slower than own implementation. (e. g. CReLU)

12

images from: https://devblogs.nvidia.com/parallelforall/deploying-deep-learning-nvidia-tensorrt/

TensorRT(a.k.a. GIE)


